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APPENDIX. Derivatives of the simulated log-likelihood for the (generalized) true random

effects model

To estimate the parameters of the TRE model, Greene (2005a,b) proposed adopting a
procedure called 'maximum simulated likelihood'. It is the same as maximum likelihood
except that, in short, simulated probabilities are used in lieu of the exact probabilities (Train,
2009).

In the case of the TRE model, conditional joint density function for the i-th

observation, given the random individual-specific effect w;, is

T
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where ¢&; = Vi — xitf — o, W;, Wi = wio, and ¢(P) is a standard normal probability
(cumulative) density function.

Unconditional joint density function is written as:

T
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The log-likelihood function for the sample of size N is:
L(®) =TT f D - Yir),
where 6 = [B’' A0 a,,]' is a vector of parameters.

It is not possible to directly maximise L(6) and thus estimate & because of the hidden
variables W; (i=1,..., N). Let Lg(6) be a simulated approximation to L(8) in this sense that it
is approximated through simulation. For this purpose, L(6) is simulated by taking draws from
f (w;), calculating f(y;q, ..., yir|w;) for each draw W;, (r = 1,...,R) and averaging the results

(Train, 2009). In our application, estimation of the model was based on 500 Halton draws.
The simulated log-likelihood for the sample is InLg = ¥, In [% YR P, (9)],
where P, (6) = =1 Py (0), Py r(6) = f(yitlwi,r)-
The value of the parameters € that maximises Lg(6) is called the maximum simulated

likelihood estimator. In the numerical application, the derivatives of the simulated log-

likelihood are calculated as follows (Greene, 2012, chapter 15):
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where
Pi r(g)
Qir(0) =<,
d 5:1 Pl,‘r(g)
T
alnPit‘r (0)
gi,r(g) = tzl 90 .

Greene (2012, chapter 15) obtained the analytic expression of the second derivatives
of the simulated log-likelihood function with respect to all parameters. The Hessian matrix

takes the following form:

22nls (N 991, (6) :
o —;{;Qm(@)[ - +di,r<9)di,r<e)] .

where d; . (0) = g;,(0) — §;(6).

The difficulty in obtaining these derivatives of the simulated log-likelihood comes

down to the calculation of derivatives for the auxiliary function (nP;; (). In particular, the

latter are given by:
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with the inverse Mills ratio denoted and defined by:
] — ¢(Ait,r)
it,r CD(Al't,r)
We also take the second order partial derivatives with respect to all pairs of
parameters:
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where Dy, . is the derivative of the inverse Mills ratio with respect to its argument.

In the GTRE model, the composed error term is defined as &, = yir — X;eff —

oW+ 0'h|Hi'r| and the vector of parameters 8 contains one additional parameter oy. It
should be noted that the random variable H;, can be treated in the same way as the
standardised individual-specific effect I¥;,, except that there is a plus sign before the first one.
Consequently, for the GTRE model, the first and the second derivatives of InP;,.(8) with
respect to gy are analogous to those for the TRE model when we calculate the partial
derivatives with respect to g,,. Obviously, they have the opposite sign, except for their own

second derivatives.
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