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Abstract
Aim of study: To investigate the impact factors affecting the greenhouse environment on energy consumption and productivity.
Area of study: Alborz province of Iran during the period 2018–2020.
Material and methods: In this study, 18 active units of greenhouse owners in Alborz province of Iran that had necessary standards were 

identified. Then, upper and lower amplitudes of the variables affecting productivity and energy consumption in greenhouses were calculated 
using a type-2 fuzzy neural network, Matlab 2017 software. Area, temperature, energy exchange, environmental evapotranspiration and 
relative humidity were studied as indicators.

Main results: With each unit of temperature, energy consumption and productivity increased by 0.737% and 0.741%, respectively; 
with each unit of energy exchange, they increased by 0.813% and 0.696%, respectively; with each unit of evaporation and transpiration 
of the environment, they increased by 0.593% and 0.869%, respectively; and with each unit of humidity, they increased by 0.398% and 
0.509%, respectively.

Research highlights: The factors affecting the greenhouse environment such as area, temperature, evapotranspiration and relative humi-
dity had a significant effect on productivity in studying greenhouses and therefore increasing their productivity. According to the results, the 
model’s ability in energy consumption was better than that for energy efficiency prediction. Also, greenhouse ranking was done by FAHP 
method.
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Analytic Hierarchy Process); FLS (Fuzzy Logic Systems); MADM (Multiple Attribute Decision-Making); MAE (Mean Absolute of Errors); 
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Introduction
Increasing production and competitiveness has led to 

developing new methods in greenhouses and their pro-
ducts. In recent years, new methods have been applied 
in greenhouses for improvement of the automation to 
increase performance and improve product quality (e.g., 
He & Xue, 2011). The greenhouse industry is one of the 
growing sectors in agriculture, and therefore an increase 
in energy consumption is predicted in this industry. Due 
to the high cost of energy in many countries, many stu-
dies have been conducted to develop different methods 
to reduce energy consumption in the greenhouse (Pil-
kington et al., 2010). The main environmental factors 

contributing to the greenhouse climate are temperature, 
relative humidity of the inside air, vapor pressure defi-
cit, transpiration sunlight, CO2 concentration, air move-
ment, and lighting (Shamshiri et al., 2018). Measuring 
and controlling the high number of effective parame-
ters in plant growth, evaluation and monitoring of the 
greenhouse conditions, and planning for optimal energy 
and water consumption can easily be done by computer 
controlled systems (Jones Jr, 2016). Multiple attribute 
decision-making (MADM) techniques, unlike multiple 
objective decision making (MODM), heavily involves 
human participation and judgments. Research on human 
judgments and decision making shows that the human 
brain can consider only a limited amount of information 
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at any one time (Simpson, 1996), which makes it unre-
liable to take decisions when facing complex problems. 
This enables users to extract benefits from all the com-
bined methods and achieve the desired goal in a better 
way. As a practical popular methodology for dealing 
with fuzziness and uncertainty, the Fuzzy Logic com-
bined with Analytic Hierarchy Process (AHP), more 
commonly known as Fuzzy AHP or FAHP (Van-Laar-
hoven & Pedrycz, 1983), has found huge applications in 
recent years. Kubler et al. (2016) reviewed the state of 
the art on FAHP applications. Also, the sustainability of 
greenhouse structure (Tunnel or Canarian) was studied 
in Biskra, Algeria using AHP (Bencheikh et al., 2017). 
The regional factor on the improvement of technical effi-
ciency and technological innovation seems to be very 
important; also due to regional inequalities, more re-
search is needed on the economic, social and geographi-
cal characteristics of products (Hsu et al., 2003). Djevic 
& Dimitrijevic (2009) studied the effect of four different 
double plastic covered greenhouses on energy efficiency 
in winter lettuce production in Serbia. Results showed 
that the lowest energy consumption (9.76 MJ/m2) was 
obtained for multi-span greenhouse. Canakci & Akinci 
(2006) investigated the greenhouse energy consumption 
and production, and found that the energy efficiency ratio 
for the four main crops of greenhouse (tomato, pepper, 
cucumber, and eggplant) was 0.32, 0.19, 0.31 and 0.23, 
respectively. In another study conducted by Hatirli et al. 
(2006) for greenhouse required energy of chickpeas, the 
consumed energy of diesel, chemical fertilizer, electrici-
ty and human were 34.3%, 27.5%, 16.1%, 1.10%, 6.8%, 
respectively. Murthy et al. (2009), studied technical effi-
ciency and its determinants in tomato production in Kar-
nataka, India, that found medium-sized greenhouses are 
at the best level in terms of technical efficiency. Ozkan 
et al. (2011) examined energy use patterns in Antalya 
province, Turkey, and the relationship between energy 
inputs and yield for single crop (winter) greenhouse to-
mato production. The results indicated that the bulk of 
energy was consumed in fertilizer (38.22%), electrici-
ty (27.09%), manure (17.33%) and diesel-oil (13.65%). 
Average yield and energy consumption were calculated 
as 57,905.1 kg/ha and 61,434.5 MJ/ha, respectively. 

The greenhouse environment is affected by various va-
riables outside and inside the greenhouse, such as unsta-
ble environmental conditions and the shape of the structu-
re. Greenhouse energy and efficiency have a great impact 
on the efficiency of a greenhouse. In this work, we studied 
the effect of factors affecting the greenhouse environment 
such as area, energy exchange, temperature, evapotrans-
piration and relative humidity on energy consumption and 
productivity, using the neural network method. Also, the 
ranking of greenhouse based on energy consumption and 
productivity was done by using the hierarchical process of 
fuzzy analysis (FAHP) method.

Material and methods
This field study describes the sample properties and 

then generalizes these features to the statistical popula-
tion. In fact, this research is a survey type. Survey research 
describes, predicts, and analyzes the relationship among 
variables. Eighteen active units of greenhouse owners in 
Alborz province of Iran that had the necessary standards 
were identified. Then, to determine the preferences of  
different users, we distributed a questionnaire between 
the managers of these greenhouses to collect the initial 
information and measurement tools of the sample. Each 
group of respondents filled in 18 questions under the pre-
sence of the questioner and the average of each group's 
preferences was considered as the basis of the work. 
Then, using the Type-2 Fuzzy Neural Network in Mat-
lab 2017 software, we calculated the high and low am-
plitudes of effective variables such as area, temperature, 
energy exchange, evapotranspiration and humidity on 
energy efficiency and energy consumption in greenhou-
ses. Regarding the greenhouse owners´age, 5.8% were < 
30 years old, 65.8% were between 30 and 50 years old, 
and 28.4% were > 50 years old, the average being 43.93 
years old. In terms of education, the results showed that 
50% of the respondents had a diploma or less, 22.22% 
a bachelor degree, 16.17% a master of science degree, 
and 11.11% a Ph.D. or higher. Regarding experience in 
greenhouse cultivation, 50% of greenhouse owners had 
< 10 years, 34% were between 11 and 20 years and 16% 
> 20 years. 

Type-2 fuzzy logic systems

Type-2 fuzzy sets are finding very wide applicability 
in rule-based fuzzy logic systems (FLSs) because they 
model uncertainties whereas such uncertainties cannot 
be modeled by type-1 fuzzy sets. A block diagram of a 
type-2 FLS is depicted in Figure 1 (Castro et al., 2008). 
The fuzzy system includes the steps of specification of 
the controller inputs and outputs; fuzzification; fuzzy rule 
base; and defuzzification.

 Figure 1. Scheme of type-2 fuzzy logic system (FLS). Source: 
Castro et al. (2008).
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Determination of neural network type

The neural network used in this study is a multi-layer 
perceptron network (MLP) with an error back-propagation 
algorithm. MLP is a kind of networked subsystem. In the 
perceptron network, the neurons are placed in successive 
layers. When the input data is applied to the network, the 
first layer calculates its output values and replaces them 
on the next layer input. The next layer receives these va-
lues as inputs and transfers its output values to the next 
layer (Escamilla-Garcia et al., 2020). The error-recurren-
ce network Back-Propagation (BP) is used to analyze  
nonlinear issues and predictions. In the BP algorithm, 
the network output and the actual or target value were 
compared with each other, the error resulting from each 
repetition of the training set was calculated and returned 
to the network input to weigh the bias, and the network 
parameters were designed to optimize its performance. 
Next, it provided a more correct output and, as a result, 
the network error (from the mean square error –MSE– 
value) was reduced and minimized (Han et al., 2021). 
Error-returning neural network is one of the most widely 
used types of neural networks, which can be conside-
red as a multiple regression analysis that can analyze 
complex and nonlinear data. The learning algorithm of 
error-returning is the most powerful learning algorithm 
for teaching multi-layer perceptron training (Patil et al., 
2008). Figure 2 shows a neural network of a kind of 
backpropagation (Erb, 1993). There are many types of 
research in different fields, including engineering, eco-
nomics and management, which use the backpropaga-
tion network to predict errors. Among them, Moon & 
Son (2021) pointed out that the multi-layered backbone 
network utilized error-returning algorithms to predict 
customer satisfaction.

Determination of neural network topology

The neural network of this study has an input layer 
with three neurons and an output layer with three neu-

rons. There is no specific rule about the number of hid-
den layers and the number of its neurons, which can be 
determined by trial and error. Increasing the number of 
hidden layers leads to the computational complexity of 
the network and therefore leads to increasing the training 
time (Hsu et al., 2003). Moon & Son (2021) have poin-
ted that the number of hidden layer neurons can be in the 
range [m (n+1), 2n+1], where n is the number of neurons 
in the input layer and m is the number of neurons in the 
output layer. Therefore, we applied one hidden layer with 
10 neurons.

Determination of neural network parameters

The purpose of implementing a returning-error pro-
pagation network is to balance the offset and generali-
zability. The training set continues until reduction the 
error to reach a minimum value. The network begins 
to disassociate when the error begins to increase and at 
the same time the learning process stops. The rule used 
for learning an error-return backpropagation network is 
the type of generalized delta learning, and in this case, 
the mean square error rate is reduced (Reynolds et al., 
2018). In this research, three types of errors were in-
vestigated including Mean Square of Errors (MSE), 
Root Mean Square of Errors (RMSE) and Mean Abso-
lute of Errors (MAE). Another network parameter is the 
activation function which used to calculate the output 
of the neuron. The activation functions are both linear 
and nonlinear, but nonlinear activation functions were 
used in multi-layer networks because of making the hi-
dden layer more powerful. The sigmoid function is the 
most common and popular function used in error-retur-
ning networks (Reynolds et al., 2018). This function 
can generalize the learning characteristics and increase 
the accuracy of the model (Jin et al., 2000). The Leven-
berg-Marquardt was used as a network learning algori-
thm which is the best recommended learning algorithm 
(Wilamowski, 2009). A summary of the used parameters 
network in this study is shown in Table 1. 

Results and discussion
Type-2 Fuzzy was used for the calculations and its 

input and output membership functions are defined in 
Figure 3. In this research, the input and output member-
ship functions were considered as combination types of 
triangular-Gaussian. So, the left and right shapes are the 
same. But the input values which were defined by ex-
perts, are different to these functions. Type-2 Fuzzy is 
defined as two functions. The value of first function is 
1, and the value of the second function was expressed 
as fuzzy. This second assignment functions also have a 

 

Figure 2. Schematic neural network of a kind of back propaga-
tion. Source: Erb (1993). 
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value in the range of 0 to1. This value can have a speci-
fic value for each input variable, such as x between the 
upper and lower limits. In this case, each batch func-
tion covers a limited space with one boundary at the top 
and bottom. The area between these two boundaries is  
called the FOU (Uncertainty Trail). This area of the com-
munity is made up of all possible values for belonging 
performance. These types of belonging functions are 
called base belonging functions. The color difference 
shows the same upper and lower limit. Figures 4a, 4b, 
and 4c show the triangular, Triangular-semi Gaussian 
and Triangular- Gaussian input functions, respectively. 
According to Figures 4a, 4b and 4c, triangular-Gaus-
sian fuzzy input functions have the highest coverage 
of uncertainty. Type-2 Fuzzy system has more ability 
to cover uncertainties than Type Ι. Utilization of trans-
fer function with more ability to cover the uncertainties  
is preference.

Therefore, we have calculated the Type-2 Fuzzy using 
MATLAB software. Table 2 has been elaborated based 
on the information of 10 questionnaires selected by the 
active elite in the capital market. In this table, the avera-
ge of 10 experts' opinions was considered as input data 
of the fuzzy logic method. Since different users have  
different preferences, different indices for greenhouses are 
not equally important. Thus, the FAHP model was used to 
determine greenhouse preferences and reduce ambiguity 
and lack of confidence. The ratios used to evaluate the 
performance of greenhouses are also presented in Table 2.

In this study, the data of the pairwise comparison 
matrix were considered as Gaussian triangular, where 
b is the middle dimension, a and c are the left and right 
values of the Gaussian triangular fuzzy number, res-
pectively. The greenhouse preferences were obtained 
in Table 3 using the data of distributed questionnaires 

for different groups and proportions in a comparative 
manner:

At first, according to the FAHP method, the combined 
value of the criteria was calculated using the pairwise ma-
trix, which is as follows:

𝑆𝑆𝑐𝑐1 = (1.74 , 1.98 , 11.4) ⊗ (0.0117 , 0.0214 , 
0.0389) = (0.0203 , 0.0214 , 0.0389)
𝑆𝑆𝑐𝑐2 = (1.75 , 5.29 , 11.77) ⊗ (0.0117 , 0.0214 , 
0.0389) = (0.0204 , 0.1134 , 0.4756)
𝑆𝑆𝑐𝑐3 = (1.93 , 5.68 , 16) ⊗ (0.0117 , 0.0214 , 
0.0389) = (0.0225 , 0.1218 , 0.6221)
𝑆𝑆𝑐𝑐4 = (10.90 , 16.91 , 23.22) ⊗ (0.0117 , 0.0214 ,
 0.0389) = (0.1273 , 0.3626 , 0.9028)

𝑆𝑆𝑐𝑐5 = (9.40 , 16.78 , 23.22) ⊗ (0.0117 , 0.0214 ,
0.0389) = (0.1098 , 0.3598 , 0.9028)

Then, calculations related to the magnitude of each of 
the combined values were obtained. The results were pre-
sented as follows:

𝑉𝑉(𝑆𝑆𝑐𝑐1 ≥ 𝑆𝑆𝑐𝑐2 , 𝑆𝑆𝑐𝑐3 , 𝑆𝑆𝑐𝑐4 , 𝑆𝑆𝑐𝑐5) = min(0.856 , 0.841 , 
0.497 , 0.512) = 0.497
𝑉𝑉(𝑆𝑆𝑐𝑐2 ≥ 𝑆𝑆𝑐𝑐1 , 𝑆𝑆𝑐𝑐3 , 𝑆𝑆𝑐𝑐4 , 𝑆𝑆𝑐𝑐5) = min(1.194 , 0.981 ,
 0.570 ,0.585 ) = 0.570
𝑉𝑉(𝑆𝑆𝑐𝑐3 ≥ 𝑆𝑆𝑐𝑐1 , 𝑆𝑆𝑐𝑐2 , 𝑆𝑆𝑐𝑐4 , 𝑆𝑆𝑐𝑐5) = min(1.152 , 1.014 , 
0.673 , 0.683) = 0.673
𝑉𝑉(𝑆𝑆𝑐𝑐4 ≥ 𝑆𝑆𝑐𝑐1 , 𝑆𝑆𝑐𝑐2 , 𝑆𝑆𝑐𝑐3 , 𝑆𝑆𝑐𝑐5) = min(1.569 , 1.393 , 
1.377 , 1.004) = 1.004
𝑉𝑉(𝑆𝑆𝑐𝑐5 ≥ 𝑆𝑆𝑐𝑐1 , 𝑆𝑆𝑐𝑐2 , 𝑆𝑆𝑐𝑐3 , 𝑆𝑆𝑐𝑐4) = min(1.561 , 1.387 , 
1.371 , 0.996) = 0.996

Parameters Explain Symbol

Network type Multi-layer perceptron MLP

Number of input layer neurons 3 Ni

Number of output layer neurons 3 No

Number of hidden layers 1 Nhl

Number of hidden layer neurons 10 Nh

Training algorithm Back-propagation BP
Training function Levenberg-Marquardt LM

Training rule Generalized delta GD
Transfer function Sigmoid Sig
Error evaluation mean square error MSE

root mean square error RMSE
mean absolute error MAE

Table 1. Summary of the network parameters used in this study



Spanish Journal of Agricultural Research December 2021 • Volume 19 • Issue 4 • e0209

5Factors affecting energy consumption and productivity in greenhouses

Finally, weighted non-normal values of each main in-
dicators were calculated as follows:

𝑤𝑤́ = (0.497 , 0.570 , 0.673 , 1.004 , 0.996)𝑇𝑇 
 Then, the normalization process was used to normalize 

of non-normal weights of main indices.

𝑊𝑊 = (0.1328 , 0.1524 , 0.1799 , 0.2684 , 0.2665)𝑇𝑇 
 

In Table 4 the values for each indicator are presen-
ted for each greenhouse. Also, the greenhouses were 
ranked using the AHP approach. The value of the sco-
re for each greenhouse and its rank are reported in  
Table 4.

An ANN model with four sub-categories as sub-mo-
del was created to estimate of efficiency and energy con-
sumption of greenhouses, in which the data of 12 and 
6 greenhouses were considered as training and testing 
sets, respectively. In other words, in each sub-instance, 6  
samples of the training set are replaced with 6 sam-
ples of the other experimental set. The results of 
model estimation at different states are reported in  
Table 5.

According to the results, the model’s ability in ener-
gy consumption was better than that for energy efficiency 
prediction.

The effect of variables on energy consumption and 
greenhouse productivity are presented in Table 6. 
Energy consumption and productivity in the green-
house were increased with area per unit by 0.613% 
and 0.653, respectively. Consequently, due to the 
greater effect of area on productivity than energy 
consumption, the efficiency of the area index is re-
commended to increase greenhouse efficiency. An in-
crease in temperature led to an increasing in energy 
consumption and productivity by 0.737% and 741%, 

 

Figure 3. Input data for calculations of type-2 Fuzzy system

Figure 4. Triangular input: (a) semi Gaussian input, (b) Gaus-
sian input and (c) fuzzy function 

 
b)

 
c)

 
a)
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respectively. Also, the efficiency of the temperatu-
re index is recommended to increase greenhouse  
efficiency. As each unit of energy exchange increased, 
energy consumption and productivity were increased 
by 0.813% and 0.696%, respectively. The energy ex-
change index is not recommended to increase green-
house efficiency because its efficiency is more than 
energy consumption. Increasing each unit of evapora-
tion and transpiration, led to an increase of 0.595% for 
energy consumption and 0.886% for productivity. The 
efficiency of the environmental evapotranspiration in-
dex is recommended to increase greenhouse efficiency. 
Also, an increase in humidity increased the energy con-
sumption and productivity by 398% and 509%, respec-
tively. The efficiency of the moisture index is recom-
mended to increase greenhouse efficiency.

In summary, the purpose of this study was to evaluate 
and rank active greenhouses using indicators affecting 
the productivity and energy consumption of greenhouses 
by the FAHP method. Then, using the Type-2 Fuzzy, we 
will calculate the high and low amplitude of variables 
affecting energy efficiency and consumption in green-
houses. Other objectives of this study were to obtain the 
effect of variables of area, temperature, energy exchan-
ge, evapotranspiration and relative humidity on energy 
consumption and greenhouse productivity by neural  
network method. The results showed that in variables 
where the productivity is more than energy consump-
tion, the efficiency of those variables is suitable for in-
creasing greenhouse productivity. Also, the accuracy of 
the neural network in predicting energy consumption is 
higher than the energy efficiency. 

Index 𝑪𝑪𝟏𝟏 𝑪𝑪𝟐𝟐 𝑪𝑪𝟑𝟑 𝑪𝑪𝟒𝟒 𝑪𝑪𝟓𝟓 

𝑪𝑪𝟏𝟏 (1, 1, 1) (0.32, 0.35, 7) (0.14, 0.33, 3) (0.14, 0.15, 0.20) (0.14, 0.15, 0.20)

𝑪𝑪𝟐𝟐 (0.14, 2.89, 3.11) (1, 1, 1) (0.33, 1, 7) (0.14, 0.20, 0.33) (0.14, 0.20, 0.33)

𝑪𝑪𝟑𝟑 (0.33, 3, 7) (0.14, 1, 3) (1, 1, 1) (0.32, 0.35, 1) (0.14, 0.33, 5)

𝑪𝑪𝟒𝟒 (5, 6.89, 7.11) (3, 5, 7) (1, 2.89, 3.11) (1, 1, 1) (0.90, 1.13, 5)

𝑪𝑪𝟓𝟓 (5, 6.89, 7.11) (3, 5, 7) (0.20, 3, 7) (0.20, 0.89, 1.11) (1, 1, 1)

Table 3. Paired comparison matrices of indicators to each other from the point of view of decision makers

Main index Secondary index Explain Value

C1: Area (m2) Af Greenhouse floor area 4.21

As Greenhouse coverage area 4.35
C2: Temperature (°C) Tai Inside greenhouse temperature 4.27

Tao Outside greenhouse temperature 4.19
Tm Thermal mass temperature 3.87
a building solar thermal efficiency 4.64

C3: Power exchange (W) Qcc Conduction and convection 4.02
Qm Thermal mass 3.88
Qe Product evapotranspiration 4.66
Qn Energy losses due to foggy conditions 4.18
Qv ventilation by the window 4.49

C4: Environment evapotranspiration (kgH2O/s) ET Product evapotranspiration 4.31
Fog Water fog system 4.13

C5: Moisture (g/kg) Xai Absolut moisture of inside greenhouse 4.16
Xae Absolut moisture of outside greenhouse 3.45
Xsat Saturation moisture 4.77
Hai Relative humidity of inside greenhouse 4.16
Hao Relative humidity of outside greenhouse 3.87

Table 2. The ratios used to evaluate the greenhouses performance
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Greenhouse Moisture Evapotranspiration Energy exchange Temperature Area Score Rank 

1 0.0719 0.0080 0.0307 0.0302 0.0216 0.1316 18

2 0.0358 0.0841 0.0494 0.0285 0.0292 0.3942 14

3 0.0659 0.0319 0.0188 0.0360 0.0125 0.5191 4

4 0.0125 0.1001 0.0223 0.0360 0.0483 0.4102 11

5 0.0071 0.0660 0.0308 0.0298 0.0125 0.5350 2

6 0.0726 0.0628 0.0378 0.0359 0.0174 0.5263 3

7 0.0073 0.0562 0.0333 0.0318 0.0075 0.6048 1

8 0.0472 0.0323 0.0501 0.0324 0.0087 0.4464 8

9 0.0118 0.0811 0.0408 0.0290 0.0162 0.4331 9

10 0.0103 0.1018 0.0262 0.0254 0.1030 0.5147 5

11 0.0968 0.0267 0.0573 0.0342 0.0140 0.4894 7

12 0.0610 0.0480 0.0260 0.0312 0.0095 0.5042 6

13 0.0173 0.0670 0.0225 0.0268 0.0312 0.4289 10

14 0.0245 0.0273 0.0340 0.0370 0.0046 0.3985 13

15 0.0093 0.0342 0.0162 0.0361 0.0084 0.3371 12

16 0.0613 0.0784 0.0194 0.0321 0.0146 0.2634 16

17 0.0487 0.0521 0.0183 0.0345 0.0057 0.2184 17

18 0.0633 0.0646 0.0307 0.0266 0.0085 0.3371 15

Table 4. The values of each indicator and score for each greenhouse

Model 1: Energy consumption Model 2: Greenhouse productivity

Sub-model Sub-model

1 2 3 4 1 2 3 4

True predicted (No.) 79 82 80 84 78 76 78 79

True predicted (%) 94 98 95 100 93 90 93 94

Table 5. Results of model performance in energy consumption and efficiency prediction

Variables Energy consumption (%) Greenhouse productivity (%)

Area 61.3 65.3

Temperature 73.7 74.1

Energy exchange 81.3 69.6

Evapotranspiration 59.3 86.9

Moisture 39.8 50.9

Table 6. The effect of variables on energy consumption and greenhouse productivity 
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